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B.S. in Applied Mathematics (GPA-WES: 3.86/4.00)

Sep. 2014 - Aug. 2018Xi’an Jiaotong-Liverpool University

Ph.D. in Electrical Engineering and Electronic
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Advisors: Prof. Kaizhu Huang, Prof. Xinping Yi

Off-based Program in China
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Academic Reviewers

Journal x 5: TNNLS, NN, PR, IJON, COGN

Conference x 5: NeurIPS, KDD, ECML-PKDD, ICPR, ACML

Awards

Full Doctoral Scholarship at University of Liverpool (2019)

Honorable Mention at Interdisciplinary Contest in Modeling (2017)
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Transfer Learning Under Distribution Shift

Secondary Contribution

Output x 2: AAAI [CCF A], A Survey [UE]

Graph Learning Against Homophilous Assumptions 
Primary Contribution

Output x 4: WWW [CCF A], TPAMI [CCF A], TNNLS [CCF B]

Self  Introduction



Jingwei Guo @ University of  Liverpool

Research Experience — Background

6

Graphs are a general 
language describing 

and analyzing 
entities with relations 

or interactions.

Jingwei Guo

What is Graph?

Self  Introduction
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Li, X., et.al. Neural Atoms: Propagating Long-range Interaction in Molecular Graphs through Efficient Communication Channel, ICLR, 2024.

Brain Network Molecules

Social Network Internet (e.g., Webpage)

Knowledge Graph

7

Citation Network

Jingwei Guo

http://cs224w.stanford.edu/

Research Experience — Background

Self  Introduction
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Graph Neural Networks (GNNs)

Integrate both node features and graph topology via either a 
message passing framework or a graph filtering operation.

Message 

Passing

Spatial-based Methods

Research Experience — Background

Self  Introduction

Graph 

Filtering

g(λ)

λ

Spectral-based Methods
Z = Ug(Λ)UTXzi = fupd(xi, fagg({xj |∀vj ∈ Ni}))
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smooth node features 
across the graph

keep close to the 
original features
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Zhu, M., et.al. Interpreting and unifying graph neural networks with an optimization framework. WWW, 2021.Ma, Y., et.al. A unified view on graph neural networks as graph signal denoising. CIKM, 2021.

Graph Neural Networks (GNNs)

Can be interpreted as different solutions to the same graph 
denoising problem:

arg min
Z

α∥X − Z∥2
2 + (1 − α)tr(ZTL̂Z)

Research Experience — Background

Self  Introduction
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local smoothing

User

Friend

local smoothingFriend

Friend

Friend

Friend

Jingwei Guo

Homogenous Node Relationships

Motivation & Challenges

Research Experience — Motivation

Self  Introduction

Homophilic Linking Patterns

h = 0.86

class-1
class-2
class-3

Most GNNs assume homogenous node interactions and 
employ neighborhood smoothing.



Jingwei Guo @ University of  Liverpool 11Jingwei Guo

User Friend & 
Colleagues

Colleagues

Friend

Family & 
Friend

Family

local smoothing local smoothing

Entangled Node Relationships

Research Experience — Challenges

Self  Introduction

Heterophilic Linking Patterns
class-1
class-2
class-3

h = 0.29

Most GNNs assume homogenous node interactions and 
employ neighborhood smoothing.

Motivation & Challenges
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Graph Learning Against Homophilous Assumptions 

Self  Introduction

Jingwei Guo, et.al. ES-GNN: Generalizing Graph Neural Networks Beyond 
Homophily with Edge Splitting. TPAMI 2024 [CCF A, IF 20.8].

Jingwei Guo, et.al. Rethinking Spectral Graph Neural Networks with 
Spatially Adaptive Filtering. TNNLS (Under Review) 2024 [CCF B, IF 10.2].

Jingwei Guo, et.al. Learning Disentangled Graph Convolutional Networks 
Locally and Globally. TNNLS 2022 [CCF B, IF 10.2].

Research Experience — Solutions x 4

Jingwei Guo, et.al. Graph Neural Networks with Diverse Spectral Filtering. 
WWW 2023 [CCF A].



Machine 

Learning

Class-1 Class-2 Class-3

13

Research Experience — Node Classification Tasks

Self  IntroductionJingwei Guo
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latent space regularization with GMM
global message passing on latent graphs

Jingwei Guo, et.al. Learning Disentangled Graph Convolutional Networks Locally and Globally. TNNLS, 2022.

Research Experience — Solution 1

Self  Introduction

ℒspace

ℒdiv

Features Correlation

Baseline

Ours

Local-Global Disentanglement
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Jingwei Guo, et.al. Learning Disentangled Graph Convolutional Networks Locally and Globally. TNNLS, 2022.

Self  Introduction

Local-Global Disentanglement

Social Network Citation Network

Research Experience — Solution 1
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Jingwei Guo, et.al. ES-GNN: Generalizing Graph Neural Networks Beyond Homophily with Edge Splitting. TPAMI (Minor Revision), 2024.

ES-GNN addresses 
heterophilic graphs by 
partitioning network 

topology & disentangling 
node features.

Research Experience — Solution 2

Self  Introduction

Edge Splitting GNN
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Jingwei Guo, et.al. ES-GNN: Generalizing Graph Neural Networks Beyond Homophily with Edge Splitting. TPAMI (Minor Revision), 2024.

Research Experience — Solution 2

Self  Introduction

Edge Splitting GNN
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Disentangled Graph Denoising Problem

Possible classification-harmful 
information can be excluded from 

 & disentangled in ZR ZIR
17Jingwei Guo

Graph Denoising Problem

Possible classification-
harmful information could be 

preserved in Z

L = LR + LIROur Analysis

Conventional GNNs Our ES-GNN 

Jingwei Guo, et.al. ES-GNN: Generalizing Graph Neural Networks Beyond Homophily with Edge Splitting. TPAMI (Minor Revision), 2024.

Self  Introduction

Research Experience — Solution 2

Edge Splitting GNN
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Jingwei Guo, et.al. ES-GNN: Generalizing Graph Neural Networks Beyond Homophily with Edge Splitting. TPAMI (Minor Revision), 2024.

Self  Introduction

Research Experience — Solution 2

Edge Splitting GNN
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Proposed Works (2nd) — Edge Splitting GNN

Task-relevant Features Task-irrelevant Features CSBM

Jingwei Guo

Edge Splitting GNN — Synthetic Graphs

Jingwei Guo, et.al. ES-GNN: Generalizing Graph Neural Networks Beyond Homophily with Edge Splitting. TPAMI (Minor Revision), 2024.

Self  Introduction
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vs.Heterophilic Homophilic

Task-Relevant

Task-Irrelevant
Real-world

A reducing trend on the 2nd block-wise pattern

Synthetic

Proposed Works (2nd) — Edge Splitting GNN

Jingwei Guo

Jingwei Guo, et.al. ES-GNN: Generalizing Graph Neural Networks Beyond Homophily with Edge Splitting. TPAMI (Minor Revision), 2024.

Edge Splitting GNN — Feature Correlation

Self  Introduction
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Proposed Works (2nd) — Edge Splitting GNN

Jingwei Guo

Jingwei Guo, et.al. ES-GNN: Generalizing Graph Neural Networks Beyond Homophily with Edge Splitting. TPAMI (Minor Revision), 2024.

Edge Splitting GNN

Self  Introduction
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structure similarity

Regional DisparityPairwise Distinction

Subgraph-level (Ours)Edge-level (Previous)

Jingwei Guo

Address Graph Regional Disparity

class-1
class-2

class-4
class-3

class-5

label similarity

Jingwei Guo, et.al. Graph Neural Networks with Diverse Spectral Filtering. WWW, 2023.

Self  Introduction

Research Experience — Solution 3
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Z =
K

∑
k=0

βk,1 0 ⋯ 0
0 βk,2 ⋯ 0
⋮ ⋮ ⋱ ⋮
0 0 ⋯ βk,N

Pk(L̂)X

We augment the original 
parameters into node-specific 
filter weights to model diverse 

regional patterns.

Jingwei Guo

Most spectral GNNs 
assumes homogenous 
distributions between 

different graph regions. 

Z = gψ(L̂)X =
K

∑
k=0

ψkPk(L̂)X
Polynomial Approx. with 

Shared Parameters

Jingwei Guo, et.al. Graph Neural Networks with Diverse Spectral Filtering. WWW, 2023.

Diverse Spectral Filtering

Self  Introduction

Research Experience — Solution 3
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Jingwei Guo, et.al. Graph Neural Networks with Diverse Spectral Filtering. WWW, 2023.

Diverse Spectral Filtering

Self  Introduction

Research Experience — Solution 3

Label Homophily

Graph Frequency (Eigenvalue)



Jingwei Guo @ University of  Liverpool 21Jingwei Guo

Jingwei Guo, et.al. Graph Neural Networks with Diverse Spectral Filtering. WWW, 2023.

Diverse Spectral Filtering

Self  Introduction

Research Experience — Solution 3

Evident Regional 
Heterogeneity
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Jingwei Guo, et.al. Graph Neural Networks with Diverse Spectral Filtering. WWW, 2023.

Homogenous Spectral Filtering

Self  Introduction

Research Experience — Solution 3

The -th element of vector coefficientsi

S̃n(i) =
K

∑
k=0

αkPk(λn,i)UT
nXi i

Local graph frequency

Z =
N

∑
n=1

S̃n ⊙ Un

Hadamard product

Vector

Z =
N

∑
n=1

S̃n ⋅ Un S̃n =
K

∑
k=0

αkPk(λn)UT
nX

Scalar coefficientDot product Graph frequency

 is taken as one-dimension as an exampleX

Diverse Spectral Filtering
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Jingwei Guo, et.al. Graph Neural Networks with Diverse Spectral Filtering. WWW, 2023.

Diverse Spectral Filtering

Self  Introduction

Research Experience — Solution 3

Z =
K

∑
k=0

diag(βk,1, βk,2, ⋯, βk,N)Pk(L̂)X

S′ 

n(i) =
K

∑
k=0

αkPk(λn,i)UT
nX =

K

∑
k=0

βk,iPk(λi)UT
nXIt allows

Substitution using  s.t. λn,i = ξiλn 0 < ξi < 1



Parameterizing a large number of filter weights (  # nodes) would 
increase model complexity and cause severe overfitting to local noise.

∝
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Comparison in Node classification

Ac
cu

ra
cy

(%
)

0

20

40

60

80

Datasets
Cham. Squi.

BernNet Full-param
“A reasonable design should 
be built upon a shared global 

model whilst locally adapted to 
each node with awareness of 

its graph position.”

Full Parameterization Challenges

Jingwei Guo, et.al. Graph Neural Networks with Diverse Spectral Filtering. WWW, 2023.

Self  Introduction

Research Experience — Solution 3



βk,i ← γi ⋅ αk,i

global invariant graph properties

local diverse node contexts

arg min
P

∥P(0) − P∥2
2 + κ1tr(PTL̂P) + κ2∥PTP − I∥2

2

 denotes node positional embeddingsP
αk,i = σp(W(k)P(k)

i + b(k)) k = 1,2,⋯, K

23Jingwei Guo

Jingwei Guo, et.al. Graph Neural Networks with Diverse Spectral Filtering. WWW, 2023.

Position-aware Filter Weights 

Local and Global Weight Decomposition

Self  Introduction

Research Experience — Solution 3

Diverse Spectral Filtering



Conventional Spectral GNN: BernNet

Ours: DSF-BernNet
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Jingwei Guo, et.al. Graph Neural Networks with Diverse Spectral Filtering. WWW, 2023.

Self  Introduction

Research Experience — Solution 3

Diverse Spectral Filtering
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Chameleon Squirrel

DSF captures regional disparity with node-specific filter weights.

Jingwei Guo

Jingwei Guo, et.al. Graph Neural Networks with Diverse Spectral Filtering. WWW, 2023.

Self  Introduction

Research Experience — Solution 3

Diverse Spectral Filtering
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DSF can be readily plug-and-play in multiple spectral GNNs and 
consistently improve their performance.

Diverse Spectral Filtering

Jingwei Guo, et.al. Graph Neural Networks with Diverse Spectral Filtering. WWW, 2023.

Self  Introduction

Research Experience — Solution 3
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Jingwei Guo, et.al. Rethinking Spectral Graph Neural Networks with Spatially Adaptive Filtering. TNNLS (Under Review), 2024.

theoretically rooted in spectral domain

practically relying on spatial approximation

Z = Ugψ(Λ)UTX

= gψ(L̂)X =
K

∑
k=1

ψkPk(L̂)X

Spatial Interpretability?

Ânew = I −
α

1 − α
(gψ(L̂)−1 − I)

Non-locality & Signed Edges

Self  Introduction

Research Experience — Solution 4

Deep Delve into Spectral GNNs
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refer to node representationsZ
is a trade-off coefficientα

γθ(L̂) = Uγθ(Λ)UT determines propagation rate where γθ(λ) ≥ 0

arg min
Z

ℒ = α∥X − Z∥2
2 + (1 − α)tr(ZTγθ(L̂)Z)

Positive Semi-definite Constraint for Convexity Optimization

Arbitrary Linking Patterns

Cross-Domain Interplay via the Lens of Graph Optimization 

Jingwei Guo, et.al. Rethinking Spectral Graph Neural Networks with Spatially Adaptive Filtering. TNNLS (Under Review), 2024.

Research Experience — Solution 4

Deep Delve into Spectral GNNs

Self  Introduction
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Ânew = I − γθ(L̂) = I −
α

1 − α
(gψ(L̂)−1 − I)New Computation Graph:

Z(k) = αX + (1 − α)ÂnewZ(k−1)

Iterative Solution Z(k) = Z(k−1) −
1
2

∂ℒ
∂Z

|Z=Z(k−1)

Closed-form Solution
∂ℒ
∂Z

= 0 Spectral Filtering

Spatial Aggregation

Jingwei Guo, et.al. Rethinking Spectral Graph Neural Networks with Spatially Adaptive Filtering. TNNLS (Under Review), 2024.

Z* = (I +
1 − α

α
γθ(L̂))−1X = gψ(L̂)X = Ugψ(Λ)UTX

gψ(λ) = (1 +
1 − α

α
γθ(λ))−1Spectral Filter as a function of γθ( ⋅ ) :

Deep Delve into Spectral GNNs

Research Experience — Solution 4

Self  Introduction
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SAF leverages the 
adapted new graph 

by spectral filtering for 
non-local aggregation 
with signed weights.

Long-range Dependency
Heterophilic Linking Patterns

Address:

Jingwei Guo

Spatially Adaptive Filtering

Jingwei Guo, et.al. Rethinking Spectral Graph Neural Networks with Spatially Adaptive Filtering. TNNLS (Under Review), 2024.

Self  Introduction

Research Experience — Solution 4
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Spatially Adaptive Filtering

Jingwei Guo, et.al. Rethinking Spectral Graph Neural Networks with Spatially Adaptive Filtering. TNNLS (Under Review), 2024.

Self  Introduction

Research Experience — Solution 4
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A: LGD (1st)

B: ES-GNN (2nd)

C: DSF (3rd)

D: SAF (4th)

Problem-Centric Model-Centric

Research Experience — Conclusion

Relations Among the Developed Models

Self  Introduction
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Thanks!
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